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a b s t r a c t

A review of the behavioral and neurophysiological estimates of the time-course of com-

pound word recognition brings to light a paradox whereby temporal activity associated

with lexical variables in behavioral studies predates temporal activity of seemingly com-

parable lexical processing in neuroimaging studies. However, under the assumption that

brain activity is a cause of behavior, the earliest reliable behavioral effect of a lexical

variable must represent an upper temporal bound for the origin of that effect in the neural

record. The present research provides these behavioral bounds for lexical variables

involved in compound word processing. We report data from five naturalistic reading

studies in which participants read sentences containing English compound words, and

apply a distributional technique of survival analysis to resulting eye-movement fixation

durations (Reingold & Sheridan, 2014). The results of the survival analysis of the eye-

movement record place a majority of the earliest discernible onsets of orthographic,

morphological, and semantic effects at less than 200 ms (with a range of 138e269 ms). Our

results place constraints on the absolute time-course of effects reported in the neuro-

linguistic literature, and support theories of complex word recognition which posit early

simultaneous access of form and meaning.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

In the last two decades, a number of studies have compared

the time-course of visual word processing across two classes
of experimental paradigms: behavioral (represented, for
instance, by the eye-tracking record of eye-movements) and
neuroimaging (represented by electro- or magneto-
encephalographic records of brain activity; EEG and MEG).
Both paradigms afford a high temporal resolution, yet most
comparisons of their respective results e from either within-

subject studies employing co-registration of eye-movements
and EEG signals (see Dimigen, Sommer, Hohlfeld, Jacobs, &
Kliegl, 2011; Kretzschmar, Schlesewsky, & Staub, 2015), or
between-subject studies that employ these paradigms sepa-
rately (Dambacher & Kliegl, 2007; Dambacher, Kliegl,

Hofmann, & Jacobs, 2006; Rayner & Clifton, 2009; Schmidtke,
Matsuki, & Kuperman, 2017; Sereno & Rayner, 2003; Sereno,
Rayner, & Posner, 1998) e lead to the same paradoxical
observation: lexical effects on behavior either predate the
emergence of these same effects in brain activity, or take place
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without leaving a corresponding trace of detectable neural

activity (Dimigen et al., 2011; Kretzschmar et al., 2015). These
findings present a clear challenge to what we consider a
foundational assumption of cognitive neuroscience, which is
that a human behavioral response to a sensory stimulusmust
arise as a result of some initial neural activity, whether said
activity is detectable by current experimental methods or not
(see discussion and references in Krakauer, Ghazanfar,
Gomez-Marin, McIver & Poeppel, 2017). As a result, an
apparent failure to reconcile behavioral and neural signatures
of the same cognitive processes casts doubt on the validity of
temporal estimates obtained by current measurement and

analytical techniques in neuroscientific research.
In the present paper, we argue that an important step to-

wards achieving credible reports of brain activity is to estab-
lish onsets of word recognition processes in the behavioral
record. It is important to acknowledge the strong effort that
neuroscientific literature puts into ensuring accurate estima-
tion of how early brain activity occurs from EEG/MEG signals
(e.g., Hauk, Davis, Ford, Pulvermüller,&Marslen-Wilson, 2006;
Pulvermüller, Shtyrov, & Hauk, 2009; Shtyrov & MacGregor,
2016). We add to this effort with the provision of behaviorally-
credible temporal upper bounds for when that activity must

occur.
Central to our argument is the view that the behavioral

onset of a lexical variable must serve as an upper temporal
bound for its causal neural activation. A recent study by
Schmidtke et al. (2017) employed a non-parametric distribu-
tional survival analysis to identify onsets of formal, semantic
and morphological effects in the time-course of visual recog-
nition of derived words (e.g., smoker, government and cowardly),
on the basis of lexical decision and eye-tracking data.
Schmidtke et al.'s, (2017) review of the brain imaging research
on the topic revealed a familiar paradox, whereby behavioral

onsets of effects predate neural ones by as much as
150e200 ms. The behavioral estimates of these lexical onsets
were then argued to serve as upper temporal bounds for
future neuroscientific exploration of derived word processing.
The present paper is a companion piece to Schmidtke et al.,
(2017): we refer the reader to that previous paper for detailed
argumentation and a description of the method. The novelty
of the present study is that it addresses a different type of
morphological complexity, i.e. compounding (e.g., catfish,
whalebone and paintbrush), reviews a different body of the
neuroimaging and behavioral literature, and reports a new set
of five eye-tracking studies of naturalistic compound word

reading. Thus, a central goal of this paper is to pit findings in
the literature against new behavioral data and identify reliable
temporal benchmarks for future brain imaging research on
compound word recognition. The literature review is found in
the Introduction below, while the upper temporal bounds are
set out in the General Discussion.

Our second goal regards a hotly contested issue of the time-
course of the processing of morphologically complex words.
Current models of visual recognition of morphologically com-
plex words can be grouped into two broad categories based on
their assumptions about the time-course of morphological

processing. First, form-then-meaning models of complex word

recognition describe a process whereby access to themeaning

of a complex word form is granted only after its orthographic
form has been decomposed into constituent morphemes, and
the subsequently isolated morphemic representations have
been recombined (Rastle & Davis, 2008; Solomyak & Marantz,
2010; Taft & Forster, 1975). In contrast, form-and-meaning ac-
counts (Feldman, Milin, Cho, Moscoso del Prado Martı́n, 2015;
Feldman, O'Connor, Moscoso del Prado Martı́n, 2009; Marelli&
Luzzati, 2012) assume that after visual uptake of a complex
word'sorthography, access to semanticpropertiesof thewhole
wordmay proceedwithout intervention from the processes of
morphological decomposition and recombination. The distri-

butional survival analysis approach taken in the present paper
enables us to evaluate the relative order of formal and se-
mantic effects in the time-course of compound processing.
Belowwe discuss the implications of this relative order for the
conflicting theoretical accounts.

1.1. The reported neural record of compound word
processing

The EEG and MEG line of inquiry into the time-course of
written compoundword recognition involves registering brain
activity during tasks that require silent inspection of com-
pound words (see an excellent review of literature in
Fiorentino, Naito-Billen, Bost, & Fund-Reznicek, 2014). These
techniques afford a high level of temporal resolution which
renders them especially well-suited to the task of investi-
gating time-course issues such as the study of the temporal
flow of information during lexical processing. Our (possibly
incomplete) inspection of the literature has identified eight
relevant papers which use EEG or MEG for the task of uncov-

ering the dynamics of written compound word processing.
First, Krott, Baayen, and Hagoort (2006) employed a passive

reading paradigm and recorded EEG responses to known and
novel compounds in Dutch. In this experiment, compound
words were manipulated in three ways. In a first condition,
linking elements (analogous to -s- in the English word
sportsman) were selected to be either grammatical or un-
grammatical in existing compounds; in a second condition,
linking elements in novel compounds were chosen to support
or contradict the preferred choice of the linking element in
similar compounds; and finally, some plural suffixes were

added to both existing and novel compounds that would
produce either grammatical or ungrammatical forms. Of
principal interest for our purposes, Krott et al. observed a
significant negative deflection in the EEG waveform for novel
compounds at around 350 ms after word presentation, which
they argue points to lexicality and constituent frequency ef-
fects. Moreover, a left anterior negativity (LAN) was observed
in a 400e700 ms window for the processing of existing com-
pounds related to the grammaticality manipulation of the
linking element. Krott et al. argue for an association of the
LAN componentwith themorphosyntactic characteristics of a

complex word, and the N400 component with a response to
the lexicality of the compound.

The remainder of neurophysiological studies under dis-
cussion utilized a lexical decision task without overtly
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manipulating the grammaticality of morphemes. A study of

Italian visual compound word recognition by El Yagoubi et al.
(2008) presented participants with existing and novel com-
pounds that had either the first or the second morpheme as
their grammatical and semantic head, as well as pseudo-
compounds which were constructed by reversing the order
of morphemes. Compared with head-initial compounds, they
found that head-final compounds exerted a stronger positivity
in posterior brain sites at a time window of around 300 ms,
with a second positivity observed in the 500e800 ms time
window. Their inspection of the 0e275 ms window did not
reveal any effect of compound structure or headedness. El

Yagoubi et al. (2008) relate this finding to the P300 compo-
nent and present this, along with other findings of theirs, as
evidence for a decompositional process. Furthermore, a
similar time-course was reported by Arcara, Marelli, Buodo,
and Mondini (2014) in a lexical-decision-plus-EEG study
which considered head-initial, head-final, and verb-noun
Italian compounds. They observed an effect of compound
type (i.e., headedness) in a first time window of 280e400 ms,
and these effects carried over to a later 400e600 ms window.
In sum, these studies support the hypothesis that the gram-
maticality of the compound is appraised at around 280ms and

onwards after visual uptake of the compound word form,
which is taken as an indicator of early morphological
decomposition.

In addition, MEG studies appear to uncover further evi-
dence in favour of the form-then-meaning nature of complex
word recognition. In a MEG study in which English compound
words and simplex control matches were presented for a
lexical decision task, Fiorentino and Poeppel (2007) found that
compound words elicited faster response times and an earlier
latency of the M350 component (M ¼ 333 ms) than simplex
words (M ¼ 360 ms). Because the two word groups were

matched on whole-word properties, Fiorentino and Poeppel
reached the conclusion that the facilitation observed for
compound words was brought about by activation of the
compound's decomposed morphemes. An EEG study con-
ducted by Fiorentino et al. (2014) further supports this inter-
pretation. Their lexical decision experiment expanded on
Fiorentino and Poeppel's condition list by including both
existing and novel English compounds, aswell as existing long
simplex words (matched with compounds on a number of
whole-word properties) and non-words. ERP responses to
compounds, both lexicalized and novel, differed from non-
compound stimuli in the 275e400 ms time window, with

further observable differences in the topographic distribution
of responses emerging between lexicalized and novel com-
pounds in that same time window. Moreover, Fiorentino et al.
(2014) observed interactive effects of structure and lexicality
in a later 400e700 ms time window. As in El Yagoubi et al.
(2008), no morphologically relevant effects were observed in
the 0e275 ms window.

A similar timeline of processing effects emerges in
Pylkk€anen, Feintuch, Hopkins, and Marantz's (2004) study of
family size and family frequency (i.e., the number and the
summed frequency of distinct words sharing a morpheme)

of English compounds and affixed forms. They reported that

greater family size was associated with an M350 latency

reduction (M ¼ 336 ms for high family size, and M ¼ 354 ms
for low family size). Additionally, the authors report that
family frequency not only influenced the amplitude, but also
the peak of the M350 component. That is, Pylkk€anen et al.
additionally conducted an analysis of both latency and
amplitude at time-points where the source amplitude
reached 25%, 50%, 75% and 100% of the maximum source
strength at M170 and M250 ms. Thus, even when the net was
cast wide, the temporal locus of morphological family effects
on both latency and amplitude were confined to the 100%
(and occasionally the 75%) point of maximum source

strength at around 340 ms and onwards. In sum, even
though Pylkk€anen et al.'s, analysis did not specifically
include responses to compound words (MEG activity was
collapsed across both compounds and affixed words), the
evidence appears to suggest a time window of 340 ms for the
appraisal of morphological effects.

Further MEG evidence for delayed semantic effects during
English compound word processing was found by Brooks and
Cid de Garcia (2015) in a word naming study which used the
partial-repetition priming paradigm. In this study brain ac-
tivity was recorded and analysis of this data was restricted to

the visual processing of compound word primes, which were
either opaque (e.g., hogwash) or transparent (e.g., hogwash).
Their results show that, relative to processing of simplex
primes, processing of transparent compounds was associated
with greater neural activation in the anterior middle tem-
poral gyrus in a time-window of 250e470 ms, with stronger
effects occurring in the posterior superior temporal gyrus at
430e600 ms. These results therefore suggest that neural ac-
tivity associated with semantic processing of compound
words occurs from 250 ms onwards, and is strongest between
430 and 600 ms. Furthermore, the study's behavioral word

naming effects are argued to point to a differentiation of
morphology from semantic processing, and that morpho-
logical access occurs relatively early. When considering
behavioral results alongside neurophysiological data, the
authors conclude that “early activation of constituents via
morphological decomposition happens irrespective of se-
mantic transparency” and that “what differentiates trans-
parent and opaque compound must happen, thus, during a
later stage of morphemic composition” (Brooks & Cid de
Garcia, 2015, p. 6).

Interestingly, some other studies have observed earlier
semantic effects in neural responses than the literature

reviewed above. For example, Vergara-Martı́nez, Du~nabeitia,
Laka, and Carreiras (2009) orthogonally manipulated the
frequencies of the left and right constituents of Basque
compounds with the aim of evaluating the time-course of
access to morphemes. In this study, compounds were
embedded in sentences and were presented for silent
reading while the EEG signal was recorded. Their results
showed an early larger negativity in the EEG waveform for
compounds with high-frequency first constituents
(100e300 ms time window), and an increase in N400 ampli-
tude for compounds with low-frequency second constitu-

ents. Vergara-Martinez et al. interpret the early negativity
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difference as an index of access to potential word candi-

dates, and the N400 effect for the second constituent as the
selection of that constituent and its integration with the
whole word representation. A potential reason for the
observation of the earlier effect of constituent frequency
may be that Vergara-Martinez et al. specifically targeted the
earlier 100e300 ms epoch in their analysis of the ERP
waveform. Though some of the aforementioned studies
explored effects at earlier time-windows, it is possible that
early morphological effects were missed because only later
time windows were examined. For example, in their analysis
of constituent frequency effects, Krott et al. (2006) exclu-

sively analysed two later and broader time windows in their
study (400e700 ms and 900e1200 ms).

For completeness, we also review findings of auditory
compound word recognition. Even though task demands on
cognitive linguistic processes of word recognition are very
different, neurophysiological results from studies investi-
gating the auditory compound word processing also reveal
an inconsistent time-course for the effects of morphological
information processing. For example, in semantic and
grammaticality judgement studies of acoustically-presented
German compound words Koester and colleagues reported

increased N400 effects for (1) transparent compounds
compared to opaque ones (Koester, Gunter & Wagner, 2007),
(2) number-incongruent heads, but not nonhead constitu-
ents (Koester, Gunter, Wagner & Friederici, 2004), and (3) less
plausible head constituents and second constituents in tri-
constituent compounds (Koester, Holle & Gunter, 2009). All
of these studies therefore converge on a 400 ms time-point
for effects of semantic, grammatical and lexical integration
of compound word forms. More recently, MacGregor and
Shtyrov (2013) detected effects of semantic transparency
and compound frequency on the ERP waveform using the

passive-listening oddball ERP paradigm. MacGregor and
Shtyrov time-locked ERP responses to the acoustic offset of
the first constituent which was consistently 400 ms across
all compound word stimuli. Results show that Larger
Mismatch Negativity (MMN) brain-responses were elicited by
high frequency opaque compound words as early as 150 ms
after the acoustic onset of the second constituent of the
compound word, and so, at about 550 ms post-onset of the
compound word.

To summarize the findings of neurophysiological research
on visual and auditory compound word recognition, results
appear to converge on a time-point of around 350 msewith

few exceptions e as the earliest temporal locus for any
morphological effect. Because this time-point roughly corre-
sponds to the N400 compound in the EEG signal and the M350
component in the MEG signal, these components are often
advertised as the timeframe when the processing effort of
compound recognition becomes detectible by current experi-
mental methods, see arguments in Fiorentino et al. (2014) for
N400 effects and in Pylkk€anen, Feintuch, Hopkins, and
Marantz (2004) for M350 effects. This temporal estimate is a
focus of our first goal, i.e., to establish credible upper temporal
bounds for expected brain activity. The neuroscientific liter-

ature reviewed above is also relevant for our second goal, i.e.,
to test the relative order of formal and semantic effects in the

time-course of compound processing. Since most of the

neurophysiological effects reported as “early” tend to be
driven bymorphological properties of complexwords, and not
their semantic characteristics, the dominant interpretation of
neurophysiological results is that they support accounts pro-
claiming across-the-board semantics-blind decomposition
during morphological processing.

Not all neurophysiological studies of complex word recog-
nition demonstrate late effects of morphology and semantics.
We wish to point out that several recent studies on visual
recognition of another type of morphological complexity
(derivation) have reported earlier onsets of morphological ef-

fects in neural activity and, importantly, earlier onsets of se-
mantic effects during complexword processing in dyslexic and
typical readers in the 100e250 ms time window (see MEG
studies by Cavalli et al., 2016, 2017; and an EEG study by Jared,
Jouravlev, & Joanisse, 2017), see also Schmidtke et al. (2017)
for a review of early effects of word frequency on simple
word processing in EEG studies. Thus, it is possible for both
morphological structure and semantics to exert an effect on
brain activity at an earlier timeframe.

1.2. Evaluating the behavioral record of compound word
processing

Studies of eye-movements during reading provide a tempo-
ral estimate of the impact of a lexical effect during word
processing. Crucially, as was reviewed extensively by
Schmidtke et al. (2017), the results of prior eye movement
studies of complex (derived and compound) words read
silently in context and presented in isolation are not aligned
with the timeline of the aforementioned effects reported in

the neurophysiological literature. For compound word
reading specifically, studies report effects of morphological
and semantic characteristics on the very earliest eye-
movement measures. For example, semantic transparency
of compound words (i.e., the extent to which the meaning of
a compound is related to the meaning of its constituents)
has been reported to affect first fixation durations as early as
an average of 231 ms (Marelli & Luzzatti, 2012), and 256 ms
(Marelli, Amenta, Morone, & Crepaldi, 2013; Experiment 1 on
isolated words) in Italian, and on first-of-many fixation du-
rations at an average of 246 ms in English (Schmidtke, Van

Dyke, & Kuperman, 2018). In addition, Juhasz (2016)
observed an effect of sensory experience of the whole
compound word on first fixations with a by-item average
duration of 259 ms. Moreover, effects of morphological
family size, as index of morphological processing, have been
observed on gaze durations (the sum of all fixations before
the eye proceeds past the target word) at an average of
272 ms in English (Juhasz & Berkowitz, 2011), and also at an
average of 270 ms in first fixation durations in Dutch com-
pound word reading (Kuperman, Schreuder, Bertram, &

Baayen, 2009): for additional evidence from sentence

reading and isolated word reading see Schmidtke et al.
(2017). Without exception, these findings, which are based
on mean latencies, imply that morphological and semantic
processing of compound words is accomplished within a
timeframe that precedes the window in which
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morphological and semantic effects are expected to emerge

in the neurophysiological record, i.e., 275 ms or later, with a
peak amplitude around 350e400 ms.

In the current examination of the discrepancy between
paradigms, we collected eye-movement data in five natu-
ralistic compound word reading experiments. For each
study, we conducted a divergence point analysis procedure
(Reingold & Sheridan, 2014), which is a statistical technique
designed to pinpoint the earliest point in time at which a
predictor has an appreciable impact on chronometric
behavioral responses. We considered a broad range of
orthographic, morphological and semantic characteristics

hypothesized as influential for compound word processing.
We briefly reiterate our motivation for using this analytical
technique. Firstly, by determining the earliest point in time
at which a variable of interest has an effect on the decision
to terminate an eye fixation, we are able to set an upper
temporal bound for the activation in the neurophysiological
record associated with that variable. Secondly, the resulting
divergence points provided by the distributional analysis
allow one to construct a timeline of the onset of individual
variables during compound word processing. For each eye-
movement experiment, we cross-check the timeline of ef-

fect onsets against the predictions of the form-then-
meaning and form-and-meaning accounts of morpholog-
ical decomposition. In what follows, we present our study
and demonstrate that (i) the absolute timeline of morpho-
logical and semantic effects in eye-movement data is
incompatible with that reported in the brain imaging liter-
ature, and (ii) there is little evidence to corroborate the
notion that compound processing is initially semantics-
blind.

2. Methods

2.1. Participants

2.1.1. Study 1
Forty-five participants (23 female; 22 male) were recruited in
Hamilton, Ontario, Canada, within an age range of 18e31
(M ¼ 23.24, SD ¼ 4.21). Participants were paid $15e20 CAD/hr
and were recruited from the local community in a number of
ways, including presentations at local colleges; advertise-
ments placed on local community sections of online classi-
fied advertising services (Craigslist, Indeed, and Kijiji);
posters/flyers placed on adult school and community college
campuses, public transportation hubs, and from referrals
from past and current study participants. All participants
were non-college bound individuals (formal level of educa-

tion did not exceed the equivalent of high school level). All
were native speakers of English, had normal or corrected-to-
normal vision and none had a diagnosed reading or learning
disability.

2.1.2. Study 2
Thirty-five undergraduate students fromMcMaster University
(26 female; nine male) within an age range of 18e37 (M ¼ 20,
SD ¼ 3.58) completed the eye tracking study for course credit.

All participants were native speakers of English. All partici-

pants had normal or corrected-to-normal vision, and did not
report a diagnosed reading or learning disability.

2.1.3. Study 3
Twenty-four undergraduate students from McMaster Uni-
versity (19 female; 5 male) within an age range of 17e28
(M ¼ 19.98, SD ¼ 2.57) completed the eye tracking study for
course credit. All participants were native speakers of English.
All participants had normal or corrected-to-normal vision,
and did not report a diagnosed reading or learning disability.

2.1.4. Study 4
Thirty-eight undergraduate students from McMaster Univer-
sity (27 female; 11 male) within an age range of 18e30
(M ¼ 20.72, SD ¼ 2.7) completed the eye tracking study for
course credit. All participants were native speakers of English.
All participants had normal or corrected-to-normal vision,
and did not report a diagnosed reading or learning disability.

2.1.5. Study 5
Fourty-one undergraduate students from McMaster Univer-
sity (34 female; 6 male; one undisclosed) within an age range

of 18e26 (M ¼ 19.94, SD ¼ 1.72) completed the eye tracking
study for course credit. All participants were native speakers
of English. All participants had normal or corrected-to-normal
vision, and did not report a diagnosed reading or learning
disability.

2.2. Materials

A list of English concatenated nounenoun compound words

was constructed for each study. The same stimuli list was used
for Study 1 and Study 4. None of the compound words over-
lapped across the remaining lists. The lists for Studies 1, 3, and
4 consisted of 200 compounds. The lists for Studies 2 and 5
consisted of 216 compounds. The compound words were
extracted from the CELEX database (Baayen, Piepenbrock, &
Gulikers, 1995) and the ELP lexical database (Balota et al.,
2002). The compounds were each embedded within a single
sentence frame (e.g., Only a bookworm would carry an armful of
the latest book releases.). For all sentences, the sentence context
preceding each compound word was neutral and each com-

pound word did not occupy the first or last position of each
sentence. All sentences were limited to 90 characters in length
and did not exceed one line on the computer screen.

Not all eye movements to stimuli in each list could be used
in the survival analyses. This is because not all the indepen-
dent lexical variables were available for all of the words in
each experimental list (see Predictor Variables section). This
reduced the number of items in each list to 82 (Studies 1 and
4), 80 (Study 2), 209 (Study 3), 131 (Study 5).

2.3. Apparatus and procedure

All eye tracking studies followed the same procedure. The
sentences were displayed on a 17-inch monitor with a reso-
lution of 1,600 " 1,200 pixels, and a refresh rate of 60 Hz. Eye
movements during sentence reading were recorded with an
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Eyelink 1000 desk-mounted eye tracker (SR Research Ltd.,

Kanata, Ontario, Canada). The eye tracker is an infrared video-
based tracking system combined with hyperacuity image
processing. The data were collected at a 1,000 Hz sampling
rate from the participants' dominant eye, or the right eye if the
dominant eye was not known. Sentences were presented one
at a time in Courier New, a monospace font, size 20, in black
on a white background, and occupied exactly one line on the
screen. Each character subtended .36# of visual angle. A three-
point horizontal calibration of the eye tracker and a three-
point horizontal accuracy test were performed before the
beginning of each experiment, and after any breaks. A chin

support and forehead rest was used to stabilize participants'
gross head movements.

In order to familiarize participants with the experiment,
each experiment began with a practice block consisting of
10 sentences. Participants then silently read sentences
containing the target compound words in their sentence
context. Participants were instructed to press a button
when they had finished reading the sentence, and the
sentences remained on the screen until the button was
pressed. For each experiment, participants read the target
sentences in randomized order. Each sentence trial was

preceded by a drift correction, which used a fixation point
positioned 20 pixels to the left of the beginning of the sen-
tence, in order to ensure accurate recording of eye move-
ments. Sentences were presented 100 pixels away from the
left edge of the screen, and in the middle of the vertical
dimension of the screen. Comprehension questions fol-
lowed 20% of target sentences. Participants were presented
with the sentences and were asked to respond whether
they were true or false. Participants pressed the “a” key if
the sentence was true and the “ ’ ” (single quote) key if it was
false. 50% of the correct answers were true, and 50% were

false. The proportion of correct responses across all three
studies was high (>88%).

2.4. Response variables

The dependent variable for the eye movement analyses was
the first fixation duration. This dependent measure is based
on all trials for which there were no more than two fixations
on the critical compound word in the first pass of reading.

2.5. Predictor variables

The goal of this research is to determine the absolute onset
and relative order of effects elicited by variables related to a
compound word's morphological structure (including
frequency-based measures), orthography, and semantics. We
introduce these groups of variables in turn.

2.5.1. Frequency characteristics
We extracted frequency statistics from the 50-million token
SUBTLEX US corpus (Brysbaert & New, 2009). We considered
the frequency of occurrence of the compound (e.g., cheesecake),
the stand-alone frequency of occurrence of the modifier
constituent (e.g., cheese), and the stand-alone frequency of the
head constituent (e.g., cake).

2.5.2. Morphological variables
We took into consideration morphological family sizes of the
modifier and head constituents (the number of word types
that share the left or right constituent with the target com-
pound) as two indices of morphological complexity. These
measures were obtained from the CELEX database (Baayen
et al., 1995). To take an example, the compound campfire has
a left constituent family size of 7, meaning that there are 7
complex word forms (inflected derived and compound)
sharing the constituent camp (e.g., camping, camper, camp-
ground etc.). The same compound has a right constituent

family size of 5, indicating that there are 5 complex word
forms that share its right constituent fire (e.g., fired, wildfire,
fireball etc.). The left family size and right family sizemeasures
are labelled as Left fam. size and Right fam. size in figures and
tables respectively. The motivation for the inclusion of family
size follows from Pylkk€anen et al. (2004)'s MEG study which
found that larger family size was associated with an M350
latency reduction.

2.5.3. Orthographic variables
We considered three orthographic variables. First, we

measured the orthographic neighborhood of a word (abbre-
viated to Orth. density in tables and figures). This was
computed by calculating the average Levenshtein distance,
defined as the mean orthographic distance from 20 nearest
orthographic neighbors of the compound word under
consideration. This measure was estimated for each target
word in our stimulus list, using the library vwr (Keuleers, 2013)
in the R statistical computing software program (R Core Team,
2014). A list of all unique words from the SUBTLEX-US corpus
was used as the lexicon with which to estimate orthographic
neighborhood density for all compounds.We also calculated a

measure of the transition between the left and the right con-
stituents for all compound words. We refer to this variable as
the bigram transition probability (TPB; see Solomyak &

Marantz, 2010). TPB is defined as the frequency of the first
two letters of the right constituent that the preceding two
letters (i.e., the last two letters of the left constituent) appear
in their position relative to the end of the word. Finally, we
also considered word length (abbreviated to Length in tables
and figures) in characters.

2.5.4. Semantic variables
We explored the word recognition time-course of two se-
mantic variable types: “relational” and “atomic”, i.e. ones
that are only defined as a relation between morphemes and
ones that are inherently linked to a single morpheme's
meaning (Kuperman, 2013). Three atomic semantic proper-
ties were examined: the psychological valence (positivity) of
the whole compound word (e.g., seafood), it's left constituent
(e.g., sea), and the right constituent (e.g., food), for motivation
see Kuperman (2013) and Schmidtke et al. (2017). Valence
estimates were obtained from a set of norms to 14,000 En-
glish lemmas (Warriner, Kuperman, & Brysbaert, 2013): In

this corpus, words were rated on a scale of 1e9 (sad to
happy) by about 20 raters each. In tables and figures, these
three variables are referred to as Left valence (valence of the
left constituent), Right valence (valence of the right
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constituent) and Whole valence (valence of the compound

word). For the purposes of the current paper, all word
properties that cannot be solely gleaned from the word's
form without some knowledge of word meaning are
considered as semantic (e.g., cannot be learned by baboons
solely on the basis of orthographic statistics). While early
emotional effects in word processing have been attributed to
the use of specific cortical pathways (Keuper, Zwitserlood,
Rehbein, Eden, Laeger, Jungh€ofer, Zwanzger, Dobel &

Christian, 2013), we still consider these effects to transcend
pure form and contain a semantic gist.

We considered two relational semantic properties of

compound words. That is, we included in our distributional
analysis computational estimates of the semantic similarity
of the meaning of the whole compound and the meaning of
its left constituent (e.g., shell and shellfish), and separately,
the semantic similarity of the meaning of the whole com-
pound and the meaning of it's right constituent (e.g., fish and
shellfish). Traditionally, these variables have been referred to
as semantic transparency. A semantically transparent com-
pound, such as earthworm, has a meaning that is related to
that of its constituents. However, a compound such as
ladybird is opaque because there is no clear semantic simi-

larity between the whole word meaning and themeanings of
lady and bird. Thus, semantic transparency describes to what
extent the meaning of a compound is related to the meaning
of its constituents. The presence of a relational effect in-
dicates access to both meanings that form the relation, that
is, the relation between either of the two constituents and
the whole compound word.

We estimated semantic similarity using Latent Semantic
Analysis (Landauer & Dumais, 1997). The term-to-term LSA
scores for left-whole and right-whole semantic similarity
(labelled as LW similarity and RW similarity in plots and

tables) for the target compounds were collected from http://
meshugga.ugent.be/snaut-english/, with a default setting
of 300 factors and a window of 6 words (Mandera, Keuleers,
& Brysbaert, 2017). LSA scores were calculated over word
occurrences in the 201 million-token SUBTLEX-UK corpus
of film subtitles (van Heuven, Mandera, Keuleers, &

Brysbaert, 2014). The estimate of semantic similarity be-
tween the words that those vectors represent is estimated
by the cosine of the angle between the vectors, ranging
from 0 to 1. We inverted the raw scores (by multiplying by
negative one) that were collected from the web interface for
comparability with other LSA scores. Values closer to 1

imply a greater semantic similarity between the pair of
words under comparison.

Table 1 reports descriptive statistics of all lexical
variables and first fixation duration times for Studies 1e5.
Appendix AeE report pairwise Spearman correlations between
predictor variables and first fixation duration times for Studies
1e5. We report correlations based on raw data, and not on
mean fixation times on words. Thus, because of repeated
measures of lexical variables, our correlations are weaker. The
full list of materials, including sentence frames and lexical
variables, for all stimuli used in the survival analysis are re-

ported in the online Supplementary materials (S1).

2.6. Distributional analysis

We implemented the Divergence Point Analysis (DPA) pro-
cedure (Reingold, Reichle, Glaholt, & Sheridan, 2012), a
distributional analysis technique which determines the
earliest discernible impact of a variable on a chronometric
dependent variable (here first fixation durations) by
comparing survival curves across two experimental con-
ditions. In the present paper, we implemented the confi-
dence interval DPA procedure (Reingold & Sheridan, 2014), a

modified version of the DPA procedure. This DPA procedure
was used by Schmidtke et al. (2017) in order to determine
the earliest impact of orthographic, morphological and se-
mantic variables on lexical decision responses and eye-
movement fixations to derived words. We encourage
readers to refer to Schmidtke et al. (2017) and Reingold and
Sheridan (2014) for extensive descriptions of the confidence
interval technique and how it builds upon the original DPA
procedure.

A central aspect of the DPA survival technique is the
comparison of two survival functions, which each represent
responses to a level of the same conditioning variable. First,

consider that a standard density plot of a distribution of first
fixation durations can be revisualized to show the percentage
of eye fixations in the distribution that are greater than
duration t (see Fig. 1 below). This visualization of a distribu-
tion can be expressed in terms of ‘survival’. That is, the
notion of survival here refers to the proportion of untermi-
nated eye-fixations in a distribution of eye-movement fixa-
tion durations as a function of time t. For example, at t¼ 1ms,
100% of trials still remain in the distribution of eye-
movement fixations, because at this time no participant in
the sample executed an eye-movement fixation that short.

However, as one gradually moves through the response time
distribution, progressively more and more eye fixations are
terminated, until eventually 0% of trials remain untermi-
nated at the point at which the longest fixation duration has
been reached.

In the DPA procedure, two levels of an experimental var-
iable of interest are established, and separate survival func-
tions are generated for each level of the variable. Fig. 1
visualizes the survival curves for high and low left-whole
semantic similarity. As can be viewed in the plot, for both
conditions of left-whole semantic similarity, their survival

curves both decrease monotonically with a large linear
decrease in the middle of the curve, followed by a more
gradual decline of survival percentage at the end of the dis-
tribution. However, first fixations durations on compounds
with a high left-whole semantic similarity (e.g., rainstorm)
start to decline in survival percentage more rapidly at the
beginning of the curve (dashed line), as compared to the
survival curve (solid line) for first fixations durations on
compounds with low left-whole semantic similarity (e.g.,
hogwash). The precise purpose of the DPA procedure is to
establish when the earliest significant difference in these two

survival curves emerges.
In order to establish the earliest significant effect of a

lexical variable on eye-movements to compounds we
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implemented the confidence interval DPA procedure as
proposed by Reingold and Sheridan (2014). The confidence
interval procedure runs 1,000 iterations of random resam-

pling (with replacement) of the distribution of first fixation
durations. Each iteration of the bootstrap resampling pro-
cedure begins by generating, for each individual partici-
pant, a survival curve for each level of the experimental
variable under consideration. Next, survival percentages
are averaged across participants separately for each con-
dition. The average survival percentage is calculated for
each 1 ms bin from 1 ms to the maximum latency in the
whole distribution of durations (in the present study we
used a 1000 ms cut-off). At the final step of the iteration, the
divergence point of the two averaged survival curves is

estimated. The divergence point is defined as the first of five
consecutive 1-ms bins in which the difference between the
survival proportion of both conditions is greater than a
critical percentage value. As in Schmidtke et al. (2017) we
opted for critical divergence point threshold of 3%, which is
a more conservative threshold than the 1.5% proposed by
Reingold and Sheridan (2014). The entire run of bootstrap
resampling produces 1,000 divergence point estimates.
From this distribution, the median value is taken as the
divergence point estimate of the sample, and the 25th and
the 975th values represent the bounds of the 95% confidence

interval. Finally, as well as the 3% threshold criterion for
establishing the divergence point, we exercised extra
caution by only considering a divergence point for a lexical
predictor variable if there was a reliable divergence in at
least 500 out of the total 1,000 bootstrap iterations of the
DPA procedure (see Schmidtke et al., 2017 for further elab-
oration on these cautionary measures).

As Fig. 1 depicts, the divergence point for left-whole se-

mantic similarity in Study 4 is estimated as 161 ms, and has a
confidence interval of 146mse190ms. Themedian divergence
point of 161 ms is the point at which 15% of first fixation du-
rations were terminated. In our study we compute divergence
point estimates for each individual lexical variable. Since we
are interested in the time-course of compound word pro-
cessing, our procedure follows that of Schmidtke et al. (2017)
for derived word recognition. For all of our continuous lexi-
cal variables (see Predictor variables above), we first dichoto-
mize the variable into high and low contrasts by splitting at
the median value of that variable. Next, for each individual

study, we then enter each dichotomized variable into the DPA
confidence interval procedure and record the divergence point
and confidence intervals.

Importantly, our stimuli selection was not designed with
factorial contrasts (e.g., high versus low semantic trans-
parency) in mind. Therefore, our lexical predictors were
selected to represent a naturalistic distribution of that
variable and variables were not orthogonally manipulated.
It therefore could be the case that what on the surface ap-
pears to be an onset of the effect of a given predictor, may in
fact be a reflection of a change in the distributions of other

predictors at that timepoint. Following Schmidtke et al.
(2017, see Supplementary materials S1), we conducted
tests for this potential confound by examining, for each
permutation of pairs of lexical variables (Lexical Variable A
and Lexical Variable B), whether the distribution of Lexical
Variable A is significantly different for the data at t1 ¼ 1 ms
onwards, i.e. when no response is terminated, compared to
the dataset at t2 and onwards, when the median divergence
point for Lexical Variable B is detected. We applied this
check for all permutations of lexical variable pairs in our 5
datasets (of which all 172 had an absolute correlation

strength of r > .1). Thus, none of the pairs showed a
potentially confounding effect (after a Bonferroni correc-
tion for multiple comparisons). We conclude that it is un-
likely that the divergence points are influenced by a
confounding ”third variable”.

It is important to note that the earliest time-point that an
effect exerts a discernible impact on a distribution of re-
sponses is complementary to statistical techniques which
are designed to explain variance in that distribution (ANOVA
or regression), see Van Zandt (2002) and a detailed discus-
sion in Schmidtke et al. (2017). For this reason, it is expected
that an effect size is unrelated to how early or late the

divergence point is observed in a response time distribution
(for verification of this point, see Reingold & Sheridan, 2018).
We confirmed this was the case in our study by correlating
divergence point estimates with the strength of the corre-
lations of those predictors with first fixation durations. We
found no relationship between effect strength and diver-
gence point estimates in all of our studies, thus confirming
the dissociation between the onset of a lexical variable and
its effect strength as a predictor of fixation durations (Study
1: r ¼ .75; Study 2: r ¼ .06; Study 3: r ¼ $ .18; Study 4: r ¼ .6;
Study 5: r ¼ $ .2; all p values < .05). Finally, we tested for the

possibility that survival analysis produces a divergence point
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Fig. 1 e The divergence point estimate and its confidence
interval for survival curves formed by the effect of left-
whole semantic similarity in Study 4.
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estimate when there is no effect in an analysis of the central

tendencies. As is reported in the online Supplementary
materials (S2), we conducted a simulation study with the
purpose of checking whether the convergence of the survival
analysis is contingent on the size of the contrasts in
means across “fast” and “slow” conditions. The results of
the simulation showed that for very small effect sizes
(d ¼ .1), the survival analysis does not produce a reliable
divergence point with 3% difference in survival curves. Only
14% of samples with this effect size produce a divergence
point estimate, which does not pass the criterion of the
survival analysis of the present study. However, for simu-

lated samples with effect sizes of d % .2, 100% of samples
produced divergence point estimates. We therefore conclude
that the survival technique is capable of detecting small ef-
fect sizes reliably, but crucially it does not “create” an effect
when there is not one in a traditional-style analysis of the
means. In what follows, we report the results of the confi-
dence interval DPA procedure across five separate eye-
movement studies.

2.7. Results and discussion

The same data clean-up procedure was applied to each eye
movement data set. We removed trials for which the eye
tracking signal was lost, the target word was skipped, was
fixated on for more than 6 times in total, was fixated on
more than 2 times in the first pass of reading, was fixated on
for the first time after gaze proceeded past the target word,
was fixated on for less the 80 ms or was fixated on for more
than 1000 ms. After clean-up, for each study we also
removed (1) participants who made eye-fixations to fewer

than 40 experimental stimuli, and (2) stimuli for which
there were less than 8 observations. Furthermore, for each
data set, we started out with trials for stimuli which had a
complete set of values for all lexical predictors (see
Materials).

The initial data set for Study 1 consisted of 3,771 trials.
The application of data cleaning procedures led to a loss of
1902 (50%) trials from the initial raw data set. The resulting
final data set comprised of 1,869 valid trials. For Study 2, we
began with a data set of 2,835 trials. The data cleaning steps
resulted in a loss of 797 (28%) data points, which produced a

final data set of 2,038 valid trials. The initial data set for
Study 3 consisted of 5,087 trials. The application of data
cleaning steps reduced this data set to 3,446 valid trials
(1,641 trials e 32% of data points lost). For Study 4 we started
with a total of 3,194 trials. Data cleaning reduced this data
set by 917 (29%) data points, which resulted in a final data
set consisting of 2,277 trials. Finally, for Study 5 we began
with 5,453 trials. The cleaning steps reduced this data set to
4118 (1,335e24% of data points lost). After clean-up pro-
cedures were applied, the proportion of trials for which a
second fixation was made was 49% in Study 1, 47% in Study

2, 53% in Study 3, 46% in Study 4, and 48% in Study 5. For
presentational purposes, we collapse together the reporting
of results for each study.

We plot the divergence point estimates in Fig. 2, which
visualizes median divergence point estimates for each lexical

variable for each of the five eye-movement studies. With all

lexical variables collapsed together across studies, median
divergence point estimates ranged from 138 ms to 269 ms.
This indicates that, at the very latest, all lexical characteristics
(orthographic, morphological and semantic) will have exerted
an influence on the decision to terminate a fixation during the
reading of a compound by 269 ms.

Focussing on groups of individual lexical variables, we
consider first the individual divergence point estimates of
frequency-based lexical variables. When present, the diver-
gence point estimates for left constituent frequency emerge at
time-points of 169 ms (Study 2) and 161 ms (Study 3). This is

complemented by a broader range of values for whole word
frequency (Study 1; 156 ms, Study 2; 144 ms, Study 3; 187 ms,
Study 4; 151 ms, Study 5; 219 ms). Reliable divergence point
estimates for right constituent frequency only emerged in
Study 2 (160ms) and Study 4 (204ms). Importantly, in four out
of five studies (Studies 1, 2, 4 and 5) the divergence point es-
timates of whole word frequency either preceded those of left
constituent frequency, or occurred without the presence of a
divergence point for left constituent frequency. Since the
whole word frequency measure is taken to index the process
by which morphological representations undergo recombi-

nation in accounts of semantics-blind obligatory decomposi-
tion (Solomyak & Marantz, 2010; Taft, 2004), the current
findings suggest that access to the full form representation of
a compound word is not necessarily contingent upon prior
access to individual constituent representations.

Furthermore, the results indicate that access to the se-
mantic representation of the whole compound word form
occurs relatively early in the time course. Specifically, the
same individual studies produce reliable divergence point
estimates for left whole semantic similarity (Study 1; 142 ms,
Study 2; 142 ms, Study 4; 161 ms) and left morphological

family size (Study 1; 258 ms, Study 2; 200 ms, Study 4; 170 ms),
and all divergence point estimates of left-whole semantic
similarity precede access to indices of access tomorphological
family size. This finding indicates that the individual mean-
ings of the whole compound word and the left constituent
(e.g., the meanings of cheese and cheesecake) are accessed and
their semantic relatedness evaluated without the prerequisite
of accessing morphological structure, i.e., the family size of
the compound's left constituent. The same pattern is true of
right-whole similarity and right constituent family size.
Across all studies where divergence point estimates are pre-
sent for these variables, divergence point estimates for right-

whole semantic similarity (Study 1; 173 ms, Study 3; 183 ms,
Study 4; 167ms) arrive before those of right constituent family
size (Study 1; 177 ms, Study 3; 192 ms, Study 4; 200 ms). Thus
the relative order of effects shown in the survival analysis
here do not conform with the expected temporal flow of in-
formation predicted by form-then-meaning account of oblig-
atory morphological decomposition (Rastle & Davis, 2008;
Solomyak & Marantz, 2010; Taft & Forster, 1975; see also dis-
cussion in; Schmidtke et al., 2017).

In addition to posing a challenge for the relative order of
formal and semantic effects, the findings concerning family

size are incompatible with the purported absolute timeline of
morphological processing. MEG results (Pylkk€anen et al., 2004)
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identify family size effects of compound words at 340 ms

onwards. Here we show reductions of, at minimum,
340$ 258 ¼ 82 ms (left family size; Study 1) and
340$ 200¼ 140ms (right family size; Study 4) in the estimation
of the emergence of these effects in the behavioral record. In
the General Discussion, we will motivate an even further
reduction and an even earlier set of behaviorally informed
upper temporal bounds. In sum, the temporal estimates from
the results of the five eye-tracking studies regarding
morphological effects presented here are out of sync with
reports in the MEG or EEG literature.

Finally, with respect to other indices of semantic access,

the results indicate that the emotional positivity of the
compound word and the independent estimates of the
emotional positivity of the left and right constituents occur
relatively early in the time-course. For example, the
valence of the whole compound word exerts an influence
on compound recognition first out of all variables in Study 5
(161 ms) and either precedes or is contemporaneous with
divergence point estimates of all morphological family size
measures in Study 2 (183 ms) and Study 3 (189 ms). In Study
4, the onset of left family size (170 ms) arrives before the
onset of compound word valence (191 ms), and both onsets

are succeeded by the onset of right family size (200 ms). In
addition, as can be gleaned from Fig. 2 (Studies 3, 4 and 5), it
is possible for the valence of a whole compound word to be
activated before access of the emotional positivity of its
constituents. This might suggest that access to meaning of
the compound word is not dependent on access to indi-
vidual constituents. All together, these onset effects indi-
cate that the emotional positivity of the whole compound
word is accessed early in the time course (<200 ms) of

compound word processing, and that the cognitive regis-

tering of this semantic variable occurs before full form-
based morphological decomposition. We discuss the im-
plications of these findings for models of morphological
processing further in the General discussion.

3. General discussion

The present paper expands the scope of a recent body of work
that assesses processing stages in word recognition by
comparing temporal estimates of the emergence of lexical
effects in behavioral versus neuroimaging paradigms. In a
series of five eye-tracking studies of sentence reading, we
registered eye-movements to compound words (e.g., airfield,
catwalk, snowman) and used the non-parametric technique of
survival analysis (Reingold & Sheridan, 2014) to establish the

earliest time-points at which effects of formal, morphological,
and semantic variables emerge in the eye-movement record.
One goal was to provide reliable behavioral estimates of upper
temporal bounds for when respective brain activity is ex-
pected to emerge as a result of the processing of a given lexical
variable. We report findings which are relevant to this goal in
two ways. First, we compared descriptive statistics of com-
pound processing from the literature and our own new data
without resorting to a specific analytical method, to demon-
strate the apparent paradox of “brainless behavior”. Second,
we recruited evidence from survival analysis of five separate

behavioral datasets to refine the temporal estimates of com-
pound recognition in the behavioral record, and set them as
benchmarks for brain imaging research. Our second goal was
to use this data to adjudicate between competing form-then-
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meaning and form-and-meaning models of complex word

recognition. In what follows we discuss our findings with
respect to both research goals.

3.1. Behavior predates brain activity in complex word
processing

EEG and MEG experiments on compound word recognition
(reviewed in the Introduction) place the earliest temporal es-
timates of virtually all lexical effects on word recognition at

around 300e350 ms (but see Vergara-Martı́nez et al., 2009 for
an earlier timeframe). However, our present findings across
five eye-tracking experiments show that the average duration
of the first fixation on compound words is 220e230 ms
(Table 1). With the overview of the results of the survival
analysis in the next section, this average latency will be
refined and reduced further. We raise this point here because
it is independent of statistical method and serves a compar-
ative purpose.

Moreover, the average first-fixation duration latencies we
report in our studies gain further importance when coupled

with the observation that first fixation duration was corre-
lated with one or more of the following measures: com-
pound frequency, frequencies of constituents, and both
semantic transparency measures, see correlation Tables in
Appendix A:E. These behavioral data are fully in line with
rich cross-linguistic eye-tracking research that has repeat-
edly demonstrated compound- and constituent-related lex-
ical effects on first fixation durations (with an average of
230e260 ms), as well as on later or cumulative eye-tracking
measures, see Introduction. Considered jointly, the previ-
ous and present findings reveal the paradoxical discrepancy

whereby neural activity reported in the literature lags
behind a host of behavioral effects that it must precede; the
same discrepancy that is signalled in most comparative
studies of the brain and behavior interface (see Introduction
and Schmidtke et al., 2017). Simply put, a synthesis of the
current evidence appears to indicate that by the time the
brain responds to most formal, morphological or semantic
properties of a compound word, on average the eyes will
have already completed both the visual uptake and lexical
processing of that compound, and will have moved to the
next word, possibly even finishing its recognition and mov-

ing to yet another word (see Rayner, 1998 for estimates of
fixation and saccade latencies).

There are a number of logical possibilities that might be
offered to resolve this paradox. One is that the reported
neurophysiological studies examine words in isolation
(either presented in an RSVP paradigm or outside of a sen-
tence context), while eye-tracking studies examine words in
visual and semantic context. This might reduce fixation
durations as a result of the benefit of parafoveal preview of
upcoming visual information and/or contextual constraint.
This possibility can only be ruled out by co-registration ERP-

plus-eye-tracking studies with either isolated words or sen-
tence reading as a task: in such a setup, parafoveal preview
or contextual constraint (or the lack of both) would equally

influence the eye-movement and the neural record. We

argue, however, that the difference in task (reading isolated
words vs words in context) is unlikely to underlie the
discrepancy. Several eye-tracking studies of isolated (sim-
plex and complex) word recognition have reported fixation
durations to words that are nearly identical to those regis-
tered in sentence reading (below 270 ms) and are again much
shorter than the temporal loci of lexical effects proposed in
the EEG and MEG data on complex words (see Kuperman
et al., 2009, and a further review of cross-linguistic eye-
tracking studies of isolated word recognition in; Schmidtke
et al., 2017).

Another possibility for the paradox to arise is the fact that
the temporal estimates reported in many EEG and MEG
studies reflect an average neural response within a time-
window rather than its onset latency. Indeed, as articulated
in Fiorentino and Poeppel (2007), theirs and similar studies do
not directly pursue the goal of identifying the earliest
possible impact of morphology. Thus, the estimates of rele-
vant brain activity may appear inflated and incompatible
with behavioral data because they do not target the quantity
of interest, i.e., the latency of a neural response. In this case,
an argument can be made that neuroscientific studies of the

word processing time-course have picked a suboptimal
dependent variable. It is often so that validity of conflicting
theories under discussion hinges on when certain effects
emerge relative to one another; yet no theory, as far as we
can tell, hinges on the knowledge of when the difference
between the average response across two conditions is reli-
able within a broad time-window. It is thus possible that
onsets of lexical effects on brain activity have latencies that
precede the upper temporal thresholds set by behavioral re-
sponses. In this case, all that the brain imaging research field
would need to do is shift its attention to the onset latency of

response.
Possible ways of attending to this methodological issue

have been proffered by Pulvermüller et al. (2009). They suggest
that even when considering earlier time windows, ERP and
MEG studies often sample the neural record within an insuf-
ficiently narrow time-window. A consequence of analysing a
broad window of time is a failure to detect short-lived and
more fine-grained fluctuations in the ERP and MEG signal
which may be features of early stages of lexical processing in
the neurophysiological record. In turn, they argue that since
early effects may be fleeting and weaker, they may also be
more sensitive to stimulus variance (see e.g., Assadollahi &

Pulvermüller, 2001; 2003 for reports of modulation of onset
of frequency effect by word length in MEG and Penolazzi,
Hauk, & Pulvermüller, 2007 for a similar effect of word
length in an ERP study of cloze probability and lexical pro-
cessing). In sum, Pulvermüller et al. (2009) recommend that
possible remedies for failing to detect earlier effects may
involve narrowing the time-window of analysis, employing
greater rigour in the matching of stimuli characteristics and
taking greater care in minimizing of stimulus variance in
factorial experiment designs. Arguably, these solutions
developed for word recognition in general are equally
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applicable specifically to the neuroscientific study of

morphological processing.
However, in the literature on morphological processing

so far, these appear to be unlikely remedies. A few EEG and
MEG studies reviewed in the Introduction have examined
a variety of time-windows or the amplitudes of these
components at different levels of source intensity. To take
a few examples from the Introduction, Fiorentino et al.’s
(2014) EEG study of English compounds and El Yagoubi
et al., (2008) EEG study of Italian compounds did not detect
an effect of lexicality (and, in the Italian case, of com-
pound headedness) in the 0e275 ms window, and only

found a reliable effect in the 275e400 ms window. If these
effects had a behavioral signature, they are nearly certain
to have affected eye-movements at, on average,
200e250 ms. Indeed, in a manipulation of compound
headedness similar to El Yagoubi et al.’s, Marelli and
Luzzatti (2012) registered effects of headedness on first
fixation duration that lasted, on average, 231 ms (for
further converging evidence see eye-tracking studies by
Amenta, Marelli, & Crepaldi, 2015; Marelli, Amenta,
Morono, & Crepaldi, 2013).

Another approach taken by Pylkk€anen et al. (2004) was to

examine effects of morphological family size and frequency
not only at the peak latency of the MEG 350 component but
at time-points corresponding to 25, 50, and 75% of the
maximum intensity of this source, with the 25% time-point
found at about 300 ms post-onset; also, earlier M170 and
M250 components were examined. Reliable effects of either
morphological predictors were only found at 75% and 100%
of maximum source intensity, i.e., at about 330 ms post-
onset and later. Latencies or amplitudes of either earlier
components or other levels of intensity showed occasional
numerical trends in predicted directions but did not show a

reliable effect. The resulting temporal estimate of about
330 ms is incompatible with the behavioral timeline stem-
ming from multiple eye-tracking reports of family size or
family frequency effects obtained across languages, labs,
populations, and tasks (words read in isolation or in
context): they routinely associate morphological family-
related effects with early eye-movement measures at
around 270 ms (e.g., Juhasz & Berkowitz, 2011; Kuperman
et al., 2009).

In sum, even when the net is cast wide in analyses of
neural data, it does not appear to yield results that resolve the
paradox of “brainless behavior”. This conclusion echoes

findings of co-registration studies which show that the peak
amplitude of the predictability effect in the ERP signal takes
place when 96% of fixations on the target word had termi-
nated, and that the onset of the N400 components takes place
when 53% of fixations on the word had terminated (Dimigen
et al., 2011; see also; Kretzschmar et al., 2015). While our
data cannot directly point to the aspect(s) of neurophysio-
logical research responsible for this discrepancy, we believe
they clearly demonstrate the need to revisit the current
practices of either experimental design, data collection, or
data analysis of EEG andMEG studies of word recognition (i.e.,

recommendations offered by Pulvermüller et al., 2009, see

above discussion).

3.2. When is the upper temporal bound for neural
activity?

The previous section used an average duration of eye-
fixation as a gross temporal estimate of when a behavioral
effect on eye-movements emerges. This estimate has an
advantage of being independent of data-analytical methods,

however it is demonstrably inflated. Our use of survival
analysis enabled us to considerably reduce the time-window
during which lexical effects have their onsets. In five eye-
tracking studies, we identified points of divergence be-
tween survival curves associated with virtually all lexical
variables that prior research proposed as influential for
compound word recognition. These points occupied a range
of time between 138ms and 269ms, with amajority of effects
having their corresponding median points of divergence
before 200 ms, i.e., when less than 30% fixations terminated.
Remarkably, these time-windows dovetail with Schmidtke

et al.'s, (2017) survival analysis of three eye-tracking
studies of derived words, thus corroborating reliability of
the data and the method.

Furthermore, it is important to realize that a divergence
point is not a time-point where the effect has its onset. It is a
point at which fixations are differentially affected by high
and low levels of a predictor (e.g., compound frequency,
constituent frequency, semantic transparency etc.) begin to
terminate at different rates. The actual influence of word
properties on behavior takes place before the fixations
terminate. Thus, any divergence point is but an upper tem-

poral bound for an effect that necessarily has an earlier
point of onset.

There is another oculomotor reason to treat divergence
points in survival analyses as upper bounds. Word-level
effects can only influence first fixation duration before
saccadic motor programming reaches its nonlabile stage,
i.e., when a saccade becomes non-cancellable. This puts
the hypothesized onset of an effect some 80 ms before the
fixation ends and the next saccade is launched (Becker,
1991; Dimigen et al., 2011; Findlay & Harris, 1984). Thus, it
is likely that the actual behavioral response to some lexical

variables initiates some 70e80 ms after exposure to the
word and, even for the latest effects in Fig. 1, does not go
later than 170e180 ms. If one takes 330 ms as the time-
point at which EEG and MEG research places the earliest
lexical effects in visual compound recognition, behaviorally
informed onsets of effects precede this point by an
astounding 150e250 ms. It is therefore sensible to expect a
successful neuroscientific research program to demonstrate
an emergence of lexically-driven brain activity well before
100 ms post-onset. This would be in line with many
existing EEG and MEG reports for simplex words

(Assadollahi & Pulvermüller, 2003; Hauk et al., 2006;
Shtyrov & MacGregor, 2016; Penolazzi et al., 2007;
Pulvermüller, 2002; Reichle, Tokowicz, Liu, & Perfetti,
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2011; Sereno, et al., 1998), and would resolve this paradox

of “brainless behavior”.

3.3. The relative order of morphological and semantic
effects

A topic of contention between the form-then-meaning and

form-and-meaning models of morphological processing is
whether meanings of morphemes are only accessed after
non-semantic morpho-orthographic information is used to
segment a (complex or a pseudo-complex) word into its
morphemes, and whether the meaning of the whole word is
only accessed after meanings of morphemes are success-
fully combined into one representation (e.g., Rastle & Davis,
2008; Solomyak & Marantz, 2010; Taft & Forster, 1975, and
EEG and MEG studies in the Introduction). Our findings do
not support this form-then-meaning order of complex word
recognition in which purely formal and morphological

properties of the word are the first to exert their influence,
followed by meanings of morphemes, and ultimately, whole
word meaning. Instead, our data demonstrate that semantic
effects (e.g., semantic similarity between constituents and
compounds; or psychological valence of constituents and
compounds) are virtually contemporaneous with effects
associated with morpho-orthographic compound properties
(e.g., frequencies of compounds and constituents, or con-
stituent family sizes). These patterns, replicated over five
studies in the present paper and three eye-tracking studies
on derived words in Schmidtke et al. (2017), are most

consistent with parallel-processing theories which posit that
all sources of information are used simultaneously, as soon
as even partial information about word form becomes
available (Burani & Caramazza, 1987; Grainger & Ziegler,
2011; Kuperman et al., 2009; Schreuder & Baayen, 1995).
These findings can also be accommodated under the Naive
Discriminative Learning model (Baayen, Milin, ÐurCevi"c,
Hendrix, & Marelli, 2011), which allows all formal (ortho-
graphic) cues to map and provide access to meanings, both
for constituents and whole compounds.

In sum, we have demonstrated dramatic, paradoxical

discrepancies between the time-courses of complex
word processing based on neural and behavioral records
of word recognition. Descriptive results demonstrate
that these discrepancies are independent of the analyt-
ical technique used to describe behavioral data. More-
over, the application of a specific non-parametric
survival analysis to eye-tracking data yields reliable and
refined estimates of upper temporal bounds for the
occurrence of neural activity associated with the pro-
cessing of both formal and semantic compound proper-
ties. These upper temporal bounds indicate that there is a

time window within the first 100 ms during which
neurophysiological processing onsets of all the lexical
properties of interest must happen. We acknowledge that
the most accurate comparison of experimental para-
digms will come from co-registration studies of eye-

movements and either EEG or MEG signals (Dimigen

et al., 2011; Kretzschmar et al., 2015), and relegate such
studies of complex word processing to future research
(for other limitations and future directions see
Schmidtke et al., 2017). We have also demonstrated the
utility of survival analysis for characterizing a relative
order of formal, morphological and semantic effects
during compound recognition and adjudicating between
theories critically dependent on the knowledge of that
relative order. It is our hope that neurolinguistic research
will direct its attention to revisiting the methodological
or analytical premises of its current practice, and find

reasons for the currently irreconcilable clash of two
bodies of knowledge. Ideally, no further brain imaging
data report would be able to gloss over the firm temporal
constraints posited by the current wealth of available
behavioral findings (Krakauer, Ghazanfar, Gomez-Marin,
MacIver, & Poeppel, 2017). To continue doing so is to
allow for this paradox of “brainless behavior” to
perpetuate.
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Appendix

Appendix B e Correlation matrix of lexical variables and first fixation durations in study 2.

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13.

1. Whole freq.
2. Left freq. .08***
3. Right freq. .10*** .06*
4. Whole valence .20*** $ .07*** .28***
5. Left valence .08*** .17*** .14*** .47***
6. Right valence .15*** $ .02 .07** .27*** .09***
7. LW similarity $ .34*** $ .09*** $ .11*** $ .23*** $ .07** $ .03
8. RW similarity $ .27*** $ .15*** .04* $ .10*** $ .20*** $ .31*** .09***
9. Left fam. size .09*** .57*** $ .04 .01 .30*** .01 .07** $ .07***
10. Right fam. size .05* $ .02 .65*** .01 $ .04 .00 $ .03 .13*** $ .04
11. Length .05* .15*** $ .11*** $ .08*** $ .03 .25*** $ .14*** $ .08*** $ .10*** $ .08***
12. Orth. density $ .01 $ .06** $ .20*** $ .07** $ .15*** .20*** $ .17*** $ .08*** $ .34*** $ .17*** .74***
13. TPB $ .01 $ .04 $ .07** $ .02 $ .17*** $ .12*** $ .07** $ .01 .03 $ .11*** $ .25*** $ .35***
14. First fixation duration $ .11*** $ .02 $ .08*** $ .04 $ .03 $ .01 .06** .00 $ .04 $ .07** .05* .00 .02

The lower triangle provides Spearman correlation coefficients. ***Correlation is significant at the .001 level. **Correlation is significant at the .01
level. *Correlation is significant at the .05 level.

Appendix A e Correlation matrix of lexical variables and first fixation durations in study 1.

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13.

1. Whole freq.
2. Left freq. .17***
3. Right freq. $ .08*** .18***
4. Whole valence $ .10*** $ .10*** $ .05*
5. Left valence $ .15*** .06** $ .17*** .44***
6. Right valence $ .08*** $ .18*** .21*** .42*** .17***
7. LW similarity $ .10*** $ .16*** $ .07** .23*** .14*** .17***
8. RW similarity $ .18*** $ .05* $ .04 .01 $ .16*** $ .16*** .06**
9. Left fam. size $ .08*** .43*** $ .10*** .07** .24*** $ .16*** $ .18*** $ .13***
10. Right fam. size $ .06** .10*** .78*** .03 .00 .24*** $ .08*** $ .11*** $ .14***
11. Length $ .14*** $ .01 $ .03 .07** .11*** .05* .08*** .06* $ .15*** $ .06*
12. Orth. density $ .10*** $ .14*** $ .20*** .03 .00 .05* .07** .01 $ .23*** $ .23*** .83***
13. TPB .13*** .02 $ .16*** $ .03 $ .01 $ .07** $ .08*** .11*** .08*** $ .03 .07** $ .01
14. First fixation duration $ .08*** .00 .02 $ .02 .02 .00 $ .04 .03 .01 .00 $ .03 $ .04 .00

The lower triangle provides Spearman correlation coefficients. ***Correlation is significant at the .001 level. **Correlation is significant at the .01
level. *Correlation is significant at the .05 level.

Appendix C e Correlation matrix of lexical variables and first fixation durations in study 3.

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13.

1. Whole freq.
2. Left freq. .16***
3. Right freq. .24*** .17***
4. Whole valence .15*** .14*** .06***
5. Left valence $ .02 .18*** $ .10*** .48***
6. Right valence .14*** .03 .19*** .25*** .05**
7. LW similarity $ .04* .04* $ .05** $ .18*** $ .23*** $ .03
8. RW similarity $ .10*** .09*** .21*** $ .05** .00 $ .15*** .19***
9. Left fam. size .02 .58*** $ .02 .10*** .23*** $ .02 .01 .07***
10. Right fam. size .13*** $ .06*** .62*** $ .08*** $ .12*** .02 $ .03 .11*** $ .19***
11. Length .00 $ .07*** $ .08*** .10*** .03 .11*** $ .04* .01 $ .20*** $ .05**
12. Orth. density $ .09*** $ .09*** $ .26*** .08*** .00 .09*** $ .02 $ .11*** $ .22*** $ .30*** .76***
13. TPB $ .06*** .01 $ .14*** .03 .05** .01 $ .03 $ .04* .14*** $ .17*** .05** .03
14. First fixation duration $ .06*** $ .04* .01 $ .04* $ .04* .00 .01 .03 .00 .03 $ .02 .00 .02

The lower triangle provides Spearman correlation coefficients. ***Correlation is significant at the .001 level. **Correlation is significant at the .01
level. *Correlation is significant at the .05 level.
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